Hierarchical Hidden Markov Model of High-Frequency Market Regimes using Trade Price and Limit Order Book Information

Abstract

현대의 시장은 double auction market mechanism에 의해 동작.

이 기제에서는 체결의 확실성과 거래 가격의 매력도 사이의 균형을 무너뜨릴 목적으로 시장 참여자가 매수 매도 주문을 제출.

2.1 Orders and Order Types

day orders의 생명주기는 상당히 짧고, 지배적인 시장 가격에 가깝게 주문이 나가며, 공개적으로 거래되는 거래량의 대부분을 차지.

반면 GTC orders는 현재 시장가격과 차이가 있는 가격에서 거래하고자 하는 투자자에 의해 사용됨.

market orders는 현재 시장가에서 매수 또는 매도하려는 주문.

limit orders는 원하는 가격보다 불리하지 않은 가격에서 거래하려는 주문.

2.2 Trades

모든 거래는 Time&Sales(T&S)에 기록됨.

주문 매치는 exchange mechanism이나 off-the-market을 통해 이루어짐.

exchange mechanism의 경우 매수와 매도에서 나온 주문들은 다른 중개인으로부터 제출된 주문.

off-the-market 거래는 매수와 매도 주문이 같은 중개인으로부터 제출된 경우를 말하며 crosses라고 불림.

2.3 Double Auction Market Mechanism – Limit Order Books

limit orders는 시스템에 의해 바로 성사되지 못 하는 경우가 있는 데, 이 경우 waiting queues에 주문이 쌓이고, 이를 limit order book(LOB) 또는 market depth라 함.

LOB는 bid와 ask stack에 정렬된 매수와 매도 limit orders의 집합체인데 정렬은 limit price와 order arrival time을 기준으로 행해짐.

3.1 Overview

time series 는, 이것의 model이 로 정의되면, linear하다라고 함.

는 의 mean

는 weights defining dynamic structure of with

는 sequence of i.i.d. random variables with mean zero and a well-defined distribution - is a shock at time t

이 모델이 암시하는 것은 data의 linearity에 대한 가정, linear model이 weak stationarity라는 가정임.

가 weak stationary time series라 가정하면, mean of 는 constant이고, 와 사이의 covariance는 constant for integer l 임. 즉, 주어진 lag에 대해 covariance는 constant임.

실제로 대부분의 financial data는 non-linear 함. 이는 linear model의 dependency of residuals로 해석될 수 있고, 비모수적 또는 모수적 검정을 통해 확인될 수 있음. 이러한 검정을 통과하지 못한다는건 선형성 가정의 부적당함과 선형모델의 비유용성 의미함.

많은 비선형 모델은 금융 시계열 모델링에서 유용하지만, 대량의 데이터를 처리하는데 있어 제약이 있음.

관측된 데이터를 바로 모델링하는 것 보다는 상태 전이와 각 상태에서의 관측을 모델링하는 것이 더 나은 결과를 만들 수 있음.
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underlying stochastic process가 Markov property를 가지고 있다고 가정된 stochastic models의 일종을 Hidden Markov Model이라 함.

present state와 past states가 주어졌을 때, process의 future states의 conditional probability distribution이 오직 present state에 의존적일 때 stochastic process는 Markov property를 가지고 있다고 함.

Markov process의 가장 간단한 형태인 discrete-time discrete-state Markov chain은 아래와 같음.

는 stochastic process

domain of 는 all possible state, S = {} 으로 구성되어 있음

process는 시간에 따라 진행됨
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Markov model은 an initial-state probability distribution 와 state-transition probabilities 가 필요함.

state-transition probabilities는 시간에 따라 변할 수도 있고, 상수일 수도 있음.

상수인 경우 Markov process는 stationary, time invariant로 모델링되고, set of transition probabilities는 a time-independent transition probability matrix, A로 표현됨.

위에서 기술된 Markov model은 상태 S가 직접적으로 관측 가능하고 측정될 수 있을 때 적용 가능함. 여러 제약 조건들로 인해 이 전제 조건이 충족되지 않을 수 있음.

또한 복잡한 물리적 현상의 현실적인 모델은 실제로 사용하기에는 너무 복잡한 state-space domain 정보가 필요함.

반면에 state space를 줄이게 되면 현실을 제대로 반영하지 못하게 됨.

3.2.2 The Structure of HMMs: Topology and Parameters

이런 문제를 해결하기 위해 a layer of hidden variables이 등장함.
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– a hidden stochastic process

– an observable stochastic process

– a prior distribution such that

A - a state transition conditional probability function in a matrix form such that

B = - a state dependent conditional probability function of observations such

that

HMM이 1회 순환을 마치면 관측열 O = 를 만들어 냄. 여기서 각 관측 는 V에 속하는 것중 하나임.

T는 the number of observations in the sequence 임.

HMM의 유일한 가정은 의 domain인 state space가 discrete 하다는 것.
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